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ABSTRACT
We present an approach to identify argumentative questions among
web search queries. Argumentative questions ask for reasons to sup-
port a certain stance on a controversial topic, such as “Should mari-
juana be legalized?” Controversial topics entail opposing stances,
and hence can be supported or opposed by various arguments. Ar-
gumentative questions pose a challenge for search engines since
they should be answered with both pro and con arguments in order
to not bias a user toward a certain stance.

To further analyze the problem, we sampled questions about
19 controversial topics from a large Yandex search log and let human
annotators label them as one of factual, method, or argumentative.
The result is a collection of 39,340 labeled questions, 28% of which
are argumentative, demonstrating the need to develop dedicated
systems for this type of questions. A comparative analysis of the
three question types shows that asking for reasons and predictions
are among the most important features of argumentative questions.
To demonstrate the feasibility of the classification task, we devel-
oped a BERT-based classifier to map questions to the question types,
reaching a promising macro-averaged F1-score of 0.78.
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1 INTRODUCTION
Search engine users may take opposite stances on controversial
topics, such as, whether to ban or legalize marijuana. To satisfy their
corresponding information needs, they ask questions ranging from
those that look for facts to those that look for reasons to support a
certain stance, e.g., “Should marijuana be banned?” Search engines
are less effective in answering the latter, non-factual questions,
compared to factual ones [10]. Moreover, search results for queries
related to controversial topics tend to be a source of bias [19].

Argument retrieval aims at building systems that help users
form informed and unbiased opinions about controversial top-
ics [14, 18, 31]. A typical argument retrieval system integrates
methods for argument mining [2, 15], stance classification [5], ar-
gument clustering [17, 30], as well as a dedicated search results
interface (e.g., side-by-side pro and con arguments [1]). Extracted
arguments are ranked by their relevance to the input query and
persuasiveness [29]. Classifying the stances of retrieved arguments
into pro and con gives the user an opportunity to analyze conflict-
ing opinions and formulate their own opinion on the topic in an
unbiased way. Retrieving arguments on a controversial topic pro-
motes transparency, since arguments not only support a position
on such a topic, but also include the justification for this position.

Equipping search engines with bias-aware technologies became
a necessity in times of fake news and misinformation, especially
for controversial topics. Integrating argument retrieval systems in
web search requires identifying questions that look for arguments
(argumentative questions) in the query stream. Existing question
taxonomies for non-factual questions include different question
types among which is opinion—questions that ask for personal
experiences and judgments [25, 27]. Even though argumentative
questions are close to opinion questions, they differ in many aspects,
e.g., they demand reasons and evidence and benefit from structured
result presentation (pro vs. con arguments).

In this paper, we address the task of identifying questions that
look for arguments—argumentative questions—using a two-step
annotation scheme. Our annotation scheme simplifies the task by
first detecting whether the context of a question is controversial or
not, and, if a question is controversial, then classifying the question
as one of factual, method, or argumentative. We perform a crowd-
sourcing annotation of a sample of the Yandex query log from 2012.
This results in a dataset of 39,340 questions about 19 controversial
topics, 28% of which are argumentative.1 Additionally, we analyze
1The anonymity of the questions’ askers is preserved by sampling only frequent
questions from the logs. An exemplary data sample can be found here:
https://files.webis.de/data-in-production/data-research/arguana/webis-arg-questions/dataset.csv
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the questions in the dataset with regard to their form and structure.
The main insight drawn from the analysis is that argumentative
questions are characterized mainly by asking for reasons and pre-
dictions. Based on this dataset, we build classifiers that identify
argumentative, factual, and method questions. Our experiments
show that a BERT-based model can classify the three question types
with a reasonable macro F1-score of 0.78, outperforming a strong
baseline at identifying non-factual questions on unseen topics.

2 RELATEDWORK
Bias in search engines. Starting from a pre-defined list of contro-

versial topics, Gezici et al. [19] observed a tendency by major search
engines to rank liberal content higher than conservative content.
Kulshrestha et al. [22] evaluated the contribution of search system
components such as source documents and ranking algorithms to
political bias in search results. Yom-Tov et al. [36] showed that
most users are more likely to read opinions that match their own,
and that diversification of search results can only be successful if
documents with opposite views are lexically similar to the user’s
queries. Azzopardi [3] surveyed different sources of bias in search
on socio-political topics. We expect users who ask questions about
controversial topics and especially those that are argumentative to
be prone to bias toward one of the stances. This work sheds light
on the magnitude and characteristics of argumentative questions
in search engine query logs and proposes an approach to identify
them.

Argument retrieval. The goal of argument retrieval is to support
users in forming an unbiased opinion on a controversial topic by
retrieving pro and con arguments for a given query [9, 14, 18, 24, 31,
34]. Argument retrieval builds on a decade of research in mining
arguments [2, 15], classifying their stances into pro and con [5, 32],
and clustering them according to the aspect they emphasize [30].
Recently, Potthast et al. [29] and Bondarenko et al. [8] developed
benchmarks to assess the effectiveness of argument retrieval sys-
tems in terms of relevance and argument quality. The proposed
systems assume a query to be a controversial topic, a statement,
or a question. Integrating argument mining and retrieval systems
in a conversational answering system or search engine requires
identifying questions that look for arguments.

Opinion questions in CQA/QA. Researchers studied subjective
and opinion questions mainly in the context of community ques-
tion answering (CQA). The motivation for this classification was
to fact-check answers to factual questions [27], suggest questions
with the same intent [13, 25], or automatically answer opinion
questions [4, 21]. These latter approaches classify the polarity of an
opinion question into negative or positive and return answers with
the matching polarity. Since this might lead to undesired bias by
amplifying the view of the question, Moghaddam and Ester [28] pro-
posed a mechanism to retrieve both negative and positive answers.
Even though opinion questions seem to be close to argumentative
questions, argumentative questions differ conceptually by targeting
controversial topics, which are characterized by disagreement and
require reasoned arguments as answers.

Query analysis on controversial topics. Gyllstrom and Moens [20]
identified controversial topics in web search queries by checking

Table 1: Controversial topics used in the study.

Debate Portals Russian News

Abortion 2011−2013 Russian protests
Death penalty Alexei Navalny
Euthanasia Anatoliy Serdyukov
Evolution European debt crisis
Gay marriage Floods in Krymsk
God exists Magnitsky act
In vitro fertilization Nordstream
Legalize marijuana Presidential elections

Putin
Pussy riot trial
Yukos

whether Google auto-complete suggests positive or negative words
for a given concept. Weber et al. [35] filtered queries on contro-
versial topics and labeled them with “left” or “right” by checking
whether the clicked URL for a query is a left or right political blog.
Chelaru et al. [12] extracted queries from the AOL query log using
templates and labeled them as positive, negative, or objective. Top-
ics that occur in both positive and negative queries more than a
specific threshold were considered to be controversial. While this
work is closest in spirit to ours, our work focuses on questions-like
queries which are less ambiguous with regard to their intent than
short queries. Cambazoglu et al. [11] annotated a sample of 1,000
web search questions with a taxonomy of 16 question types which
include opinion and reason questions. The study shows that opinion
and reason questions amount to about 1% of web search questions.
The low prevalence of opinion questions in search query streams
is a challenge for such holistic taxonomies and hence for develop-
ing answering systems for them. In this paper, we concentrate on
argumentative web search questions by sampling questions on con-
troversial topics and classifying them into factual, argumentative,
and method questions.

3 DATASET CONSTRUCTION
Given that no available question datasets exist on controversial
topics, we conducted an annotation task to create one starting from
2 billion archived Yandex queries in Russian from 2012.2

Following Völske et al. [33], we first extracted queries from the
Yandex log starting with a question word that resulted in 1.5 billion
Russian questions. To find questions asking about controversial
topics, we created a list of such topics (cf. Table 1) by: (1) Selecting
eight debate topics from the args.me corpus [1] with the highest
number of arguments.

(2) To cover local issues, we also selected 11 debate topics from
the list of the most important events in 2012 according to the Rus-
sian RIA news agency.3 Since question topic classification is not
the focus of our study, we opted for the following simple approach.
We manually expanded each topic with synonymous phrases, e.g.,
“gay marriage”→ “same-sex marriage” (on average, five phrases for
each topic). A question was then considered on a topic if its lemmas

2Original Russian questions were used in the annotation task as well as the next steps
in the study.
3https://ria.ru/20121221/915705250.html
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Table 2: The absolute and relative count of the questions per
label in the dataset.

Label Abs. Rel. Label Abs. Rel.

Topic Aboutness Question Types

On topic 40,689 73% Factual 25,332 64%
Not on topic 11,665 24% Argumentative 10,982 28%
Ill-formed 1,477 3% Method 3,026 8%

contained all of the lemmas of one of the topic phrases. Filtering
the questions using the expanded phrases for the 19 topics resulted
in 4.5 million questions.

We then sampled 54,850 questions and annotated them in two
subsequent labeling tasks on the crowdsourcing platform Toloka:4
(1) topic aboutness to label questions with whether they are about
the controversial topic (on topic), contain the topic’s lemmas but do
not ask about the topic (not on topic), or are not grammatically cor-
rect questions (ill-formed). An example of a not-on-topic question
is “What is evolution of marketing?” which does not ask about Dar-
win’s theory of evolution (our controversial topic). And (2) question
type labeling for on-topic questions into:

Factual questions asking about information that most people
agree on (facts), e.g., “Which countries legalized marijuana?”

Argumentative questions seeking arguments or opinions for or
against a topic or a statement in a question—an answer would
ideally contain reasoned evidence which people might accept, reject,
or doubt, e.g., “Should marijuana be legalized?”

Method questions seeking a list of instructions or a description
of a method to reach a goal, e.g., “How to hold a referendum on
legalizing marijuana?”

These three question types differ in how widely acceptable their
answers are. An answer to factual questions is a single fact that
can be verified. On the other hand, a multitude of opposing and
acceptable arguments exist to argumentative questions. Similarly,
different lists of instructions exist for achieving a goal, which in
turn differ in the required effort to follow them and their outcomes.

We conducted both annotation tasks in two steps: a pilot study
to test the annotation tasks and collect gold labels and a main study.
The annotation instructions for both tasks included the description
of the labels and an example for each label. The annotation interface
for topic aboutness included also an excerpt of the corresponding
Wikipedia article that describes the topic. We split questions belong-
ing to a topic into batches of 10 items, one of which was a quality
check. We assigned three workers to each task and allocated a new
worker in case one of the workers got suspended due to low anno-
tation quality. To guarantee the quality of annotations, the tasks
were conducted with a qualification test and quality checks.

Pilot Study. We randomly sampled 120 questions from the dataset
on each of the 19 topics (cf. Table 1) resulting in 2,280 questions.
From these questions, 25% were used as gold labels for the quality
checks and the qualification tests, while the rest 75% of the questions
were labeled by crowd workers. The gold labels were annotated by

4https://toloka.ai/

two experts who are native Russian speakers. The workers’ inter-
annotator agreement for the topic aboutness annotations was a
Krippendorff’s 𝛼 = 0.55 and for the question type labeling 𝛼 = 0.45.

Main Study. The main annotation phase covered the 52,570 ques-
tions that remained after excluding the questions used in the pilot
study. Questions with perfect agreement in the pilot study were
added to the quality checks and used in subsequent batches. During
the annotation, we expanded the set of quality checks with annota-
tions with perfect agreement. We used quality checks only once to
ensure that workers do not memorize them.

The workers achieved an 𝛼 of 0.55 on the topic aboutness task
and an 𝛼 of 0.49 (a slight improvement over the pilot) on question
type labeling. The questions on which the crowd workers achieved
majority agreement in both tasks amounted to 50,832 questions
(97% of all questions). The final dataset includes these questions
in addition to the pilot questions on which the crowd workers
achieved majority agreement. Notice that the dataset which we use
in the next steps includes 39,340 questions which are those labeled
as factual, argumentative, or method in the final dataset.

Table 2 shows the distribution of the annotated questions over
the topic aboutness labels and question types. The statistics show
themerit of conducting the topic filtering step as 24% of the sampled
questions are not on the 19 controversial topics. The majority (64%)
of the questions on controversial topics in our study look for facts,
while 28% of the questions look for arguments. This indicates that
people use search engines more often to look for some background
information about controversial topics like factual evidence. Still,
the statistics demonstrate that the share of argumentative questions
is substantial.

4 QUANTITATIVE QUESTION ANALYSIS
Having crowdsourced a question dataset on controversial topics, we
analyze what distinguishes argumentative questions from factual
andmethod ones. Our analysis mainly targets four characteristics of
questions that we assume to set apart argumentative questions from
the other question types: question words, predictions, comparisons,
and personal pronouns. To capture the characteristics in a question,
we develop patterns that use surface features of questions (e.g.,
lemmas, POS tags, and tense information), which we extract using
the mystem tagger.5

Question Words. Question words are a strong indicator of the
answer type for a question. Early research on question answer-
ing considered factual questions to start with wh-words [26] and
mapped each wh-word to an entity type (e.g., “Time” for when).
Compared to wh-questions which seek short answers, yes/no ques-
tions are statements which are converted into questions. In the
context of controversial topics, we expect yes/no questions to be
claims that the users have and would like to collect evidence for. On
the other hand, we anticipate that question starting with wh-words
to look for background knowledge about a controversial topic.

Personal Pronouns. We expect search engine users to refer to
themselves or to an imaginary audience while formulating an ar-
gumentative question. To capture such questions, we extracted

5https://yandex.ru/dev/mystem/
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Table 3: The absolute and relative count of factual, argumentative, andmethod questions in the dataset for each characteristic
in the analysis and question examples (English translations of original Russian questions).

Characteristic Factual Argument. Method All Example Type

Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs.

Yes/No 7.2% 1,743 13.8% 1,501 0.4% 13 8.3% 3,262 Is marijuana legalization possible? Arg.
Predictions 3.8% 921 8.2% 892 0.6% 19 4.8% 1,875 Will marijuana be legalized in Russia? Arg.
Comparisons 3.2% 777 5.7% 625 4.4% 130 4.0% 1,559 Should we have partial or full marijuana legalization? Arg.
Personal Pronouns 0.3% 83 3.8% 412 0.43% 13 1.3% 508 Do you think the president will legalize marijuana? Arg.
Wh-words 67.0% 16,980 62.0% 6,807 94.3% 2,852 67.7% 26,639

why 1.3% 325 20.7% 2,253 0.0% 0 6.6% 2,605 Why are people in favor of legalizing marijuana? Arg.
how 7.0% 1,704 7.6 % 833 87.5% 2,590 13.4% 5,274 How to fill an amendment for marijuana? Meth.
how much/many 10.5% 2,553 2.1% 228 0.2% 5 7.4% 2,914
• money 3.4% 819 0.4% 43 0.1% 2 2.3% 907 How much does marijuana cost? Fact.
• people 2.4% 585 0.7% 81 0.0% 0 1.8% 691 How many people consume marijuana? Fact.
• time 1.3% 322 0.1% 14 0.0% 0 0.9% 354 How many hours can one detect marijuana in the body? Fact.

all questions whose subject is a first-person or a second-person
pronoun.

Predictions. One way of approaching a controversial topic is de-
liberation, where people try to argue for a possible course of action
by predicting its consequences. We expect a subset of argumenta-
tive questions to ask for predictions that pertain to the controversial
topic (e.g., “Will legalizing marijuana reduce crime?”). To extract
prediction questions, we developed a pattern that looks up whether
the first verb is will or whether it is in the future tense.

Comparisons. Controversial (or argumentative) topics can also
be formulated as a comparison between at least two options (e.g.,
death penalty vs. life imprisonment). A recent study on comparative
questions asked on theWeb shows that more than 50% of such ques-
tions are argumentative, not factual [7]. To identify comparative
questions in our dataset we apply 8 regular expressions that were
proposed in [6] and were shown to classify comparative questions
with a precision of 1.0.

The distribution of factual, argumentative, and method ques-
tions in the extracted questions for each characteristic are shown
in Table 3. We also list examples of the extracted question for each
characteristic, together with the question type most associated with
it. By comparing the relative counts for factual and argumentative
yes/no questions, we observe that they are almost twice more likely
to be argumentative than factual. Wh-questions, on the other hand,
cover almost the same proportion (two-thirds) of factual and ar-
gumentative questions and the majority of method questions. By
analyzing the distributions for the single question words we notice
clear associations of some of them with the question types that we
report in the table. As illustrated in the table, 20% of argumentative
questions start with why, which shows that users ask explicitly for
reasons when they look for arguments. A stronger association can
be seen for method questions which are dominated by how with
87.5%. Interestingly, about 10% of factual questions look for quanti-
ties using how much/many. We customized the regular expression to
capture different types of quantities people ask for (money, people,
and time) by specifying synonymous verbs or nouns to the quantity
type after how much/many. It turns out that a third of the questions

that look for quantities ask about money, while about 20% ask for
the count of people.

A closer look at the question types distribution for predictions
shows that 8.2% of argumentative questions are written in the fu-
ture tense in comparison to 4.4% for the other question types. These
numbers confirm our assumption that asking for predictions is a
strong indicator of argumentative questions. Personal pronouns
match almost only argumentative questions, which renders per-
sonal pronouns a strong indicator of argumentative questions. Still,
the very low percentage of matched argumentative questions (3.8%)
shows that users formulate argumentative questions more objec-
tively. Comparisons fall short at distinguishing argumentative ques-
tions since the relative count of method questions is quite close to
that of argumentative (5.7% vs 4.4%).

5 EXPERIMENTS
In this section, we assess the effectiveness of automatic classifiers
that map the questions in our dataset to their question types (factual,
method, or argumentative). Since new controversial topics emerge
all the time, a key challenge lies in generalizing beyond the 19 topics
contained in the dataset.

To assess this, we conduct in-topic and cross-topic experiments
on the dataset where we control for the topic differently. We use
only questions that are labeled on topic in our dataset in both
experiments. The in-topic experiments are conducted in a 5-fold
cross-validation fashion. While sampling the folds, the dataset ques-
tions are stratified by their topics, making each fold equally cover
all the topics. The cross-topic experiments, on the other hand, are
conducted in a leave-one-out cross-validation fashion. Here, we
use all the questions on one topic as a test set while taking the
remaining questions as a training set. As evaluation metrics, we
use F1-score for each of the three question types and their macro
average.

Our classifier is based on RuBERT [23] which is a BERT [16]
model trained on the Russian Wikipedia and news articles. We feed
the question to RuBERT as [CLS] question [SEP] and fine-tune it for
two epochs with a learning rate of 2 × 10−5.

In addition, we use four baselines: random baseline, majority
baseline, a rule-based classifier, and logistic regression (LR). The
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Table 4: F1-score for classifying questions on controversial
topics into factual, method, and argumentative; in-topic and
cross-topic settings.

In-topic Cross-topic

Classifier Fact. Method Arg. Macro Fact. Method Arg. Macro

Random 0.44 0.13 0.31 0.29 0.43 0.12 0.30 0.28
Majority 0.78 0.00 0.00 0.26 0.78 0.00 0.00 0.26
Rule-based 0.71 0.62 0.48 0.60 0.69 0.56 0.46 0.57
LR 0.86 0.70 0.67 0.74 0.80 0.52 0.61 0.65
RuBERT 0.90 0.83 0.78 0.84 0.85 0.74 0.74 0.78

rule-based classifier relies on the insights gained from the anal-
ysis in Section 4, which shows a strong association between the
wh-words and the three question types. The rule-based classifier
categorizes a question into factual if it starts with one of the wh-
words, except for how and why for which the classifier predicts the
question types method and argumentative, respectively. In case the
question starts with any other word, it is classified as argumentative.
The logistic regression classifier takes the count of 1-3-grams and
the count of part-of-speech 1-3-grams in the question as features.

Table 4 shows the classification results in the in-topic and cross-
topic experiments. The rule-based classifier reaches a comparable
macro F1-score of 0.57 in both experiments, showing that ques-
tion words are a strong indicator of the question type regardless
of the topic. RuBERT is more robust across topics than logistic
regression and suffers only a drop of 0.06 macro F1-score between
the two experiments in comparison to 0.09 for logistic regression.
Whilst RuBERT and logistic regression perform very well on factual
questions, RuBERT performs substantially better on non-factual
questions.

5.1 Error Analysis
The results of the experiments show promising results in classi-
fying questions on controversial topics into factual, method, and
argumentative. Still, the effectiveness of RuBERT in the cross-topic
setting (F1-score of 0.78) indicates a large potential to improve the
classifier. To this end, we conduct an error analysis which aims
at detecting systematic errors that provide insights into how to
improve the approach. In the error analysis, we manually check
questions in the test sets of the cross-topic experiments for which
RuBERT predicts the wrong question type.

Overall, we find that the most confused question types are fac-
tual and argumentative, with 2,995 factual questions classified as
argumentative and 2,683 argumentative questions classified as fac-
tual. We notice that the cause of some errors is keywords or the
question tense which are correlated with factual or argumentative
questions. Table 5 shows examples of these errors. Some keywords
are often used in factual questions in the dataset (e.g., “allowed” or
“approve”). RuBERT seems to rely extensively on such keywords,
causing argumentative questions that use them to be classified as
factual (e.g., Question 1 in Table 5). A similar case can be observed
for questions in the past tense, which is more used in factual ques-
tions. Because of this, RuBERT tends to classify method questions
in the past tense as factual (e.g., Question 2 in Table 5). The analysis
shows that RuBERT tends to rely on surface features to predict the

Table 5: Examples of questions in the test datasets of the
cross-topic experiments which RuBERT classified wrongly.

Question Label Pred.

Should gays be allowed to marry? Arg. Fact.
How was death penalty done in the USSR? Meth. Fact.

question type. This can be explained by the scarce context provided
in the question and hints at the need to expand the question with
more information about the topic.

6 CONCLUSION
We suggest that future search engines should support users in form-
ing unbiased opinions on controversial topics. To foster the related
research, we annotated a questions dataset that is sampled from
the Yandex query log and that covers 19 controversial topics. Each
of the questions is labeled as to whether it relates to one of the
19 controversial topics, and if so, whether it is looking for a fact, a
method, or arguments. The crowdsourcing study shows that the
percentage of argumentative questions is high (28%), which under-
lines the importance of developing customized answering systems
for this question type. A comparative analysis of argumentative
questions with the other question types gives first insights into their
structure and properties: argumentative questions tend to ask for
reasons and predictions. Experiments with the new dataset show
high effectiveness (F1-score of 0.78) in automatically classifying
questions into argumentative, factual, or method, even on unseen
topics. The promising classification performance opens a way to
properly handle questions on controversial topics by the search
engines and to adapt argument retrieval systems to answer those
questions that are argumentative. A direct improvement of the ques-
tion classification approach can be achieved by incorporating the
retrieved documents for a question. Such a classification approach
can extract arguments from the retrieved documents or learn from
simpler features (e.g., document structure or meta-information).
The next research steps include extending our work by applying
advanced question classification methods, and analyzing argumen-
tative questions in search engine logs using our method on a larger
scale.
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